TensorFlow Homework Assignment：透過一個 Convnet + FCDeep Network 來建置基於 CIFAR-10 影像資料的分類預測模型，並實作 Batch Normalization 來提升效能 (如附件檔案)。

Batch\_Norm Homework Assignment 的完成期限是 9/27 (Fri) 24:00！ 之後，將會公佈參考解答。 請大家不妨腦力激盪一下，做做看！ Good luck !

Best regards,

胡中興 (Alex)

bigDataSpark Forum 召集人

-----------------------------

[ REFERENCE ] :

* dhwajraj, "How I can apply batch normalization?", 2016/12/07.  
  [https://github.com/dennybritz/cnn-text-classification-tf/issues/29](https://l.facebook.com/l.php?u=https%3A%2F%2Fgithub.com%2Fdennybritz%2Fcnn-text-classification-tf%2Fissues%2F29%3Ffbclid%3DIwAR2Z5DMPUuHX8DapSeVg0XxJ0soivk49GICv4I3Vip7P8Dx60gxpM5wZXB4&h=AT1zMEmTNVIRf80pcxpze59hSXg2vhRoB-bkRAfOXM1DN736BfTNRnvLEf0TI-NoNe4fyhIsV86U9Xm8i9rmFCtNjO9yc8H5AvGFzkJ5NRZZ2Xlgp01GPpCqSXODgkJ1n_ykBDCpezLoIozs_Dq17Ek)
* tf.contrib.layers.conv2d   
  [https://www.tensorflow.org/api\_docs/python/tf/contrib/layers/conv2d](https://www.tensorflow.org/api_docs/python/tf/contrib/layers/conv2d?fbclid=IwAR3G5VYhxxa7mBpWl0HR4kYCNMmMD79M14mD44caVqNuyMg47-khKYbRPvo)
* Tom Hope, Yehezkel S. Resheff, and Itay Lieder,   
  "Learning TensorFlow A Guide to Building Deep Learning SystemsSystems", Chapter 4, O'Reilly, 2017.   
  [ Code ] : [https://github.com/giser-yugang/Learning\_TensorFlow](https://github.com/giser-yugang/Learning_TensorFlow?fbclid=IwAR1tRBhGohzJzY9lyFcARDUsuz1bcd0kxmmu6CcOGi-JwJuiJC4AZ2PzPcE).
* Rui Shu, "TENSORFLOW GUIDE: BATCH NORMALIZATION", 2016/12/26. [http://ruishu.io/2016/12/27/batchnorm/](http://ruishu.io/2016/12/27/batchnorm/?fbclid=IwAR13asOnvLVRCojSY81y7r9-ruZnbDDm6dEof-uzfUz7Jc70g6Pzdk9edjI)  
  [ Code ] : [https://github.com/RuiShu/micro-projects/blob/master/tf-batchnorm/batchnorm\_guide.ipynb](https://github.com/RuiShu/micro-projects/blob/master/tf-batchnorm/batchnorm_guide.ipynb?fbclid=IwAR311kpmUCBPYRywjpGPPAypjxyPXZ-CiZV7RBDcpP82S8YLYYqHdjw6U2Q)
* Federico Peccia, "Batch normalization: theory and how to use it with Tensorflow", Towards Data Science, 2018/09/16.   
  [https://towardsdatascience.com/batch-normalization-theory-and-how-to-use-it-with-tensorflow-1892ca0173ad](https://l.facebook.com/l.php?u=https%3A%2F%2Ftowardsdatascience.com%2Fbatch-normalization-theory-and-how-to-use-it-with-tensorflow-1892ca0173ad%3Ffbclid%3DIwAR1-lR-AfzTO9eo_zcN-m3mRsUWOWeISjuSQnKtPL8QtlAT6TtQaaYz_Hvw&h=AT0-pGtoL0qcbsFBmi0QC7YnrBmO08HfZXggOlzMrkCfAFLqQooXl1jaBsV0-BSQv2mhgKLjlMeKRr1UNHKxCGXfrhv583jieJko6yYwy1rypbX3FO7e_IOYnS7jskS5OVHkEbDtZKnrzvBKs1BZwxMAHi5Vr9pQfspl)
* Antoine Labatie, "It’s Necessary to Combine Batch Norm and Skip Connections", Towards Data Science, 2019/09/01.   
  [https://towardsdatascience.com/its-necessary-to-combine-batch-norm-and-skip-connections-e92210ca04da](https://towardsdatascience.com/its-necessary-to-combine-batch-norm-and-skip-connections-e92210ca04da?fbclid=IwAR1fTY_wIsJ1cw9bpv2yTfxsD70357piamcyzr7naH6qrtKMKBxaKgkBfwM)
* Andrew Ng (吳恩達教授) "Batch Norm At Test Time (C2W3L07)", Youtube.com : [https://youtu.be/5qefnAek8OA](https://youtu.be/5qefnAek8OA?fbclid=IwAR2yBvUqELCXnsB4vsAX_qZLArBD3gdVVR-xGZLPxVBNtQlG74iPpnVQwlY)